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Education
University College London 2019–2020
M.Sc in Machine Learning, Distinction with 89% average
Modules: Supervised learning, Unsupervised learning, Machine vision, Reinforcement Learning,
Statistical natural language processing, Inverse problems, Applied ML, Intro to Deep Learning
University of St Andrews 2016–2019
B.Sc in Mathematics, First Class Honours
Dean’s list for academic excellence awarded for all three years of study

Work Experience - GSK (November 2020 - present)
Histopathology Companion Diagnostics (Pytorch,
openCV, HDF5, Clinical Data)
Using H&E stain slides to predict HRD deficiency for
targeted cancer treatments.

• Implemented custom loss for multiclass cell type clas-
sification allowing integration of data from multiple
sources at varying levels of granularity.

• Replaced hand-crafted background/pen-mark CV
filters with U-Net segmentation model, reducing en-
gineer time manually adjusting filters for new out-
of-distribution staining techniques/artefacts.

• Removed stochasticity from the inference pipeline by
systematically processing all image tiles in batches,
accumulating intermediary results. Deterministic re-
sults needed for clinical setting, with 1% F1 improve-
ment.

Pathway Enrichment Analysis (RDF, SPARQL,
OWL, Pytorch Geometric)

• Built a benchmark framework across Python and R
evaluating existing classical methods

• Developed a heterogeneous GNN with pathway-
dependent readout layer, improving AUROC by 0.1

Semantic Information Extraction/Knowledge
Graph (Pytorch, Dask, Self-Supervised Learning, SQL,
Kafka, Parquet, Arrow, Docker, Neo4J/Cypher)
Entity recognition/normalisation/relation extraction of
biological concepts from internal sources and scientific
literature for building a knowledge graph

• Unified the internal and external training data
schema, allowing for on-the-fly programmatic con-
figuration of ontology mapping, tokenization regime
and label formats.

• Replaced multiple distinct Named Entity Recogni-
tion models with a multi-head classifier, improving
performance by 4% F1 while drastically improving
inference times.

• Architected and implemented database caching for
intermediary pipeline steps, allowing quicker itera-
tion to later stages in the pipeline, as well as query-
ing results for business insights.

• Deduplicated internal corpus based on a combina-
tion of metadata and locality-sensitive hashing using
Spark, as part of a wider effort building an internal
13B GPT model, reducing training times by 10%
while maintaining performance.

Projects - University
M.sc Thesis (Pytorch, Style transfer, 2020)
Translation of 2D style techniques to 3D meshes,
allowing for style embeddings for arbitrary meshes.
Generalisation of manifold embedding methods to
arbitrary sized meshes using sparse matrices.

B.sc Dissertation (Pytorch, openCV, 2019)
Full implementation of a custom bounding-box detector
for the card game Dobble, from data collection,

annotation, model implementation and training, as well
as deployment. Superhuman performance at over 95%
accuracy at 25 FPS using commodity hardware.

Medical text ICD code prediction (Pytorch, 2020)
Improved F1 score by 1% over previous SOTA using
contextualised word embeddings.
Decreased training times from 13 to 1.5 minutes per
epoch by caching contextualised embeddings.

Skills

• Deep Learning: Pytorch, minimal JAX
• Scalability: Spark, Dask, kafka, profiling, testing
• Visualisations: Streamlit, tkinter,

HTML/CSS/Javascript
• Linux: Git, SSH, Docker, CI/CD, Cloud (GCP),

LaTeX typesetting

Languages

• Python (7 yrs experience): Pytorch, Numpy,
Scikit-learn, matplotlib, pandas, openCV

• R (3 yrs experience): tidyverse (dplyr, ggplot2)

• Working knowledge of: SQL, Rust, Julia, Java

• Bilingual: Fluent in both English and French
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